
An NLP Baseline for Image-Informed Mask Filling

Alex Lyman
University of Pennsylvania
alyman@seas.upenn.edu

Abstract

Vision-language models have made huge strides in re-
cent years. While they achieve impressive results on tasks
like visual question answering and image captioning, they
can have difficulty in fine-grained settings. As part of the
News Unmasked competition at the FGVC workshop at
CVPR 2023, we train a model to predict masked words
in New York Times headlines given the image accompany-
ing the article. We show that an image-agnostic NLP ap-
proach performs comparably to methods including infor-
mation from SOTA image-captioning systems. We release
our model at https://huggingface.co/Qilex/
roBERTaNYTheadlines

1. Introduction and Related Work
This report details our entry to the News Unmasked com-

petition at the FGVC workshop at CVPR. From the compe-
tition description: “The News Unmasked competition aims
to explore the limitations of large image-language models
in understanding the relationship of an image with a head-
line... Since headlines and images often work together to
communicate an emotion to a reader, the competition aims
to understand how the images are related with the semantic
characteristics of the text (headline)...

In this competition, participants are expected to predict
masked words in headlines associated with a given image,
considering the subject, image context, the emotional im-
pact of the image, etc. The challenge explores the effec-
tiveness of large models in generating headlines, with the
aim of improving our understanding of the impact of image
choice on headline perception and vice versa. Such an un-
derstanding of relationships between language and images
are important for the application of large models.

The dataset consists of images and their associated
news section, paired with headlines that have a few words
masked. The goal is to predict the missing words in the
headlines.” [15]

In recent years, Large Language Models (LLMs) have
revolutionized the field of Natural Language Processing

(NLP). [2] Using transformer-based [11] architecture, these
models leverage the power of massive pretraining to reach
state-of-the-art results on many NLP tasks such as extrac-
tive question answering and text classification.

More recently, transformer-based joint image-language
models have enabled similar results on tasks including vi-
sual question answering, few-shot image classification, and
image captioning. [1] While implementation details dif-
fer, most of these models share some sort of joint embed-
ding space between the image and the natural language
components. These image-language models can suffer in
fine-grained contexts, as image-language models are often
trained on coarser tasks, meaning that out-of-the box im-
age captions often fail to capture relevant and necessary in-
formation. [10] We perform a series of experiments to de-
termine the effectiveness of image captions on this mask-
filling task.

2. Methods
2.1. Dataset

The competition uses a subset of the the N24 News
dataset [13] with roughly 49000 training samples and 12000
test samples. Each sample consists of a news headline, an
accompanying image, and the section in which the article
was published.

Of the test samples, roughly half of them are pre-masked
and used for competition evaluation. We use the remaining
samples as the test set for our experiments.

Our synthetic test set consists of 6546 sentences. Of
these samples, 20% contain two masks, for a total of
7901 masks. These masks are randomly applied to non-
punctuation tokens in the sentences.

2.2. Approach

Since this competition is a mask-filling task, we use
RoBERTa, [7] a language model trained using the masked
language modeling objective. This presents an advantage
over autoregressive language models, as both the previous
and following contexts are taken into account.

Using the principle of domain adaptation, [9] we fine-
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tune the RoBERTa-large checkpoint on the train set of
news headlines. Domain adaptation increases the likelihood
of in-domain generations (words likely to appear in news
headlines) and decreases the likelihood of out-of-domain
generations.

For each masked word, we generate 10 top-k candidates
with the domain-adapted model. These candidates often
include punctuation and special tokens from the language
model. Because RoBERTa uses a subword tokenizer, many
of the candidate generations are subwords (i.e., ify). We
first compare the candidate generations against a list of
punctuation, special tokens, and common subwords, filter-
ing out any inappropriate candidates. Then we perform a
second pass, comparing the candidate generations against
the vocabulary of spaCy’s en-core-web-lg model [3] to en-
sure real words are generated. We finally choose the top
remaining candidate generation as the best potential fit for
the mask.

After perfoming a qualitative analysis on image captions
generated by three SOTA image-captioning models, (GIT-
large, COCA, and BLIP) [5, 12, 16] we choose BLIP-large
to generate captions for each image.

Large Language Models have shown sensitivity to
prompt structure, with both prompt tuning [4] and prefix
tuning [6] causing significant upticks in results simply by
appending useful information to the beginning of a prompt.
We perform a four-way study to determine the optimal
prompt.

1. Caption + section + masked sentence
2. Section + masked sentence
3. Caption + masked sentence
4. Masked sentence alone
We concatenate the information using natural language.

For example, a constructed prompt containing section infor-
mation uses the following template:
“A news article published in the section. The headline
is: ”

2.3. Implementation Details

We use Pytorch [8] and the Transformers library [14] to
implement our model. Pre-trained models are fetched from
the HuggingFace hub via the transformers library.

Domain adaptation is performed on the RoBERTa-large
checkpoint using roughly 41000 sentences from the compe-
tition train set, with the remainder being used for validation.
We train for two epochs at a learning rate of 2e-5. We seed
our training run for reproducibility.

2.4. Evaluation

We evaluate our model using the cosine similarity be-
tween semantic embeddings from the candidate generations
and ground truth answer. The embeddings are acquired
from spaCy’s en-core-web-lg model. [3] The cosine sim-

Prompt Structure Score

Caption + section + sentence 58.50%
Section + masked sentence 58.50%
Caption + masked sentence 58.07%
Masked sentence alone 57.66%

Table 1. Results on prompt study.

ilarity ranges from -1 (least similar) to 1 (most similar).
We sum the cosine similarities and divide by the number
of masks to compute an accuracy percentage.

3. Results
As can be seen in Table 1, prefixing the prompt with ex-

tra information results in a small increase in score. Caption
information alone seems to be slightly helpful, though not
as helpful as section information.

Interestingly, providing information on the section in
which the article appeared is as useful to the model as pro-
viding both section information and an image caption. This
suggests that information from generic image captions may
not meaningfully contribute in fine-grained contexts.

Because there was no meaningful difference in perfor-
mance between the caption+section+sentence group and the
section+sentence group, we use the principle of Occam’s ra-
zor, and use the section+sentence approach for our contest
submission.

4. Discussion
While this contest entry was by no means an exhaustive

probe of vision-language models, our experiment suggests
that generic image captions generated by SOTA vision-
language models do not necessarily provide meaningful in-
formation on fine-grained image tasks. These findings are
not necessarily new, [10] but they do reinforce the notion
that a more advanced VQA approach would be needed for
meaningful prefix tuning.

Our experiments also operate under the assumption that
prefix- and prompt-tuning apply equally well to smaller
masked language models, when these techniques have been
shown mostly to apply to larger autoregressive models. A
more thorough study is needed, both using diverse language
model architectures as well as improving the prompts for
vision language models.

5. Conclusion
Given the task of image-informed mask filling in a fine-

grained news context, we show that an image-agnostic
mask filling pipeline performs comparably to one involving
generic text descriptions of the image.



Using the principle of domain adaptation, we fine-tune
a masked language model to predict masked words in news
headlines. We perform an experiment, using prefix-tuning
to provide the model with additional information and find
that generic image captions do not cause a meaningful
improvement in performance over an image-agnostic ap-
proach.
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